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1. What is Clustering

• A cluster is a collection of data objects that are similar to one another within the same cluster and are 
dissimilar to the objects in other clusters. 

• The process of grouping a set of physical or abstract objects into classes of similar objects is called 
clustering

• Unsupervised learning: no predefined classes
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2. The quality of a clustering method depends on

• the similarity measure used by the method 

• its implementation,

• Its ability to discover some or all of the hidden patterns

Similarity measure methods:

• distance-based methods can often take advantage of optimization techniques

• density- and continuity-based methods can often find clusters of arbitrary shape
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3. Compare clustering methods

• Partitioning criteria

• Single level vs. hierarchical partitioning (often, multi-level hierarchical partitioning is desirable)

• Separation of clusters

• Exclusive (e.g., one customer belongs to only one region) vs. non-exclusive (e.g., one document may belong to 
more than one class)

• Similarity measure

• Distance-based (e.g., Euclidian, road network, vector)  vs. connectivity-based (e.g., density or contiguity)

• Clustering space

• Full space (often when low dimensional) vs. subspaces (often in high-dimensional clustering)
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4. Partitioning

first creates an initial set of k partitions, where parameterk is the number of partitions to construct. It then 
uses an iterative relocation technique that attempts to improve the partitioning by moving objects from 
one group to another. Typical partitioning methods include k-means, k-medoids, and CLARANS.
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(1)K-Mean
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(2)K-Medoids, PAM
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5. Hierarchical

creates a hierarchical decomposition of the given set of data objects. The method can be classified as being 
either agglomerative (bottom-up) or divisive (top-down), based on how the hierarchical decomposition is 
formed. To compensate for the rigidity of merge or split, the quality of hierarchical agglomeration can be 
improved by analyzing object linkages at each hierarchical partitioning (e.g., in Chameleon), or by first 
performing microclustering (that is, grouping objects into “microclusters”) and then operating on the 
microclusters with other clustering techniques such as iterative relocation (as in BIRCH).

AGNES and DIANA
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6. Distance Measures in clusters
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7. Density-Based

clusters objects based on the notion of density. It 
grows clusters either according to the density of 
neighborhood objects (e.g., in DBSCAN) or 
according to a density function (e.g., in DENCLUE). 
OPTICS is a density-based method that generates 
an augmented ordering of the data’s clustering 
structure.

8. DBSCAN
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